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Abstract: Retrieval-Augmented Generation (RAG) has emerged as one of the most advanced 

approaches in leveraging large language models (LLMs) by combining them with knowledge-

based retrieval mechanisms. Unlike pure LLMs that solely rely on pre-trained data, RAG enables 

systems to reference up-to-date and relevant information sources, thereby producing responses 

that are more accurate and contextually appropriate. This study proposes a governance-ready 

RAG architecture specifically designed for enterprise information systems, with a focus on 

improving answer accuracy, auditability, and regulatory compliance. In a case study within the 

domain of corporate document management, the proposed architecture demonstrates its ability to 

significantly enhance both retrieval performance and the quality of generated responses 

compared to baseline LLMs. The integration of data governance modules, audit trails, and policy 

layers ensures that the system remains transparent and accountable, particularly in enterprise 

environments that demand clear auditability. Furthermore, the inclusion of policy layers 

guarantees that the system operates in alignment with both corporate and national regulatory 

standards. Evaluation results indicate a substantial improvement, with retrieval precision 

increasing by up to 23% compared to the baseline. These findings highlight that governance-

ready RAG can serve as a critical foundation for developing enterprise information systems that 

are not only smarter and more efficient, but also secure and regulation-compliant [1][5].  
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1. Introduction  

The rapid development of artificial intelligence (AI), particularly large language models 

(LLMs), has introduced a new paradigm in information processing and the management of 

modern information systems. LLMs offer generative capabilities that enable them to understand 

natural language, produce human-like text, and answer various queries automatically. However, 

despite their immense potential, fundamental challenges remain regarding how to ensure that the 

information produced is relevant, accurate, and trustworthy within the complex needs of 

organizations. Reliability, auditability, and regulatory compliance are becoming increasingly 

critical aspects when this technology is implemented at the enterprise scale. 

Retrieval-Augmented Generation (RAG) has emerged as a leading approach to addressing 

these challenges. By combining the generative capabilities of LLMs with the power of 

knowledge-based retrieval systems, RAG can deliver responses that are not only accurate but 

also contextually aligned with user needs. Unlike pure LLMs that rely solely on training data, 

RAG enables the integration of up-to-date external information sources, thereby reducing the 

risk of hallucination. Recent studies highlight that this approach can improve answer accuracy, 

enrich contextual quality, and accelerate knowledge access for organizations [1][2][4]. 

Beyond technical considerations, the adoption of RAG is also driven by the dynamics of 

digital transformation. The COVID-19 pandemic served as a pivotal turning point, accelerating 

business digitalization and encouraging organizations across multiple sectors to adopt AI-based 

technologies. Its impact has been evident not only in document retrieval systems and corporate 

databases but also in integration across healthcare, education, finance, and public services. This 

underscores the growing urgency for intelligent, adaptive, and well-governed information 

systems. 

Therefore, RAG is no longer merely positioned as an auxiliary tool to support information 

retrieval but as a new foundation for knowledge-based information systems that are responsive to 

contemporary demands. With the support of robust data governance, auditability, and well-

defined regulatory policies, RAG has the potential to become a key element in building 

enterprise information systems that are sustainable, secure, and capable of delivering strategic 

value to organizations in the future.  

Traditional information systems have long focused on the collection, storage, and 

distribution of data. However, their main limitation lies in the inability to directly generate new 

insights from the available data. While Large Language Models (LLMs) offer generative 

capabilities, they remain prone to hallucinations when not supported by contextual data. 

Retrieval-Augmented Generation (RAG) emerges as a solution to this issue by combining a 

retrieval module that accesses both internal and external databases with a generative module that 

produces coherent answers. 

The organizational demand for maintaining high-quality information continues to grow in 

line with data governance regulations and accountability requirements. Recent studies [5][7][9] 

indicate that RAG architectures designed with proper governance can enhance transparency, 
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auditability, and information security. Therefore, this research focuses on designing a 

governance-ready RAG architecture to support enterprise information systems, enabling cross-

sector adoption. RAG integrates two main components: (1) the retriever, which searches for 

relevant information from external knowledge bases; and (2) the generator, which processes this 

information to produce meaningful responses [9][10]. Several recent studies highlight significant 

improvements in answer accuracy and relevance when RAG is applied, compared to 

conventional LLMs [11]. 

In the enterprise context, additional dimensions are required: regulatory compliance, data 

security, and auditability [12][13]. The literature suggests that enterprises require RAG systems 

that are not only robust in retrieval but also provide mechanisms to verify sources, track 

interaction histories, and enforce data policies [14]. 

  

2. Literature Review 

Traditional Information Systems and Their Challenges 

Traditional information systems are designed to store, manage, and distribute data within 

organizations. However, their limitation lies in the inability to capture the semantic context of 

data, often functioning merely as static repositories. In the modern enterprise context, such 

systems are not sufficiently responsive to support dynamic data analytics and evidence-based 

decision-making. Research [12] emphasizes that digital transformation demands information 

systems capable of processing information adaptively and intelligently, particularly when faced 

with the massive volume of big data. 

 

The Development of Large Language Models (LLMs) 

The emergence of Large Language Models (LLMs) such as GPT, PaLM, and LLaMA has 

revolutionized the way humans interact with information systems. LLMs possess generative 

capabilities that enable natural language understanding, basic reasoning, and human-like text 

generation [1][7]. However, a major challenge in their application is the phenomenon of 

hallucination, in which models generate inaccurate or unverifiable information [3][8]. This issue 

raises concerns, particularly for organizations operating in critical sectors such as healthcare, 

education, and finance, where accuracy of information is paramount. 

 

Retrieval-Augmented Generation (RAG) as a Solution 

Retrieval-Augmented Generation (RAG) emerges as an innovative approach to mitigating the 

limitations of LLMs. By combining a retriever (embedding- and vector-based search) with a 

generator (LLM), RAG can access external databases that are both current and relevant [5][6]. 

Several studies, such as Atlas [6] and LongRAG [25], demonstrate that RAG improves precision, 

recall, and contextual accuracy compared to standalone LLMs. Moreover, Self-RAG [24] 

introduces self-reflection mechanisms to enhance answer reliability. These findings confirm that 

a hybrid approach is more effective than relying solely on generative models. 
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Data Governance, Auditability, and Regulatory Compliance 

The implementation of RAG in enterprise contexts is not only about improving technical 

performance but also involves critical aspects of data governance, auditability, and regulatory 

compliance. Studies [13][14] emphasize that enterprise-scale AI systems must be capable of 

generating transparent audit trails to ensure accountability. Meanwhile, regulations such as the 

GDPR in Europe and Indonesia’s Personal Data Protection Law (UU PDP) mandate that 

information systems safeguard security, privacy, and accountability in data management 

[15][16]. Therefore, RAG architectures must be equipped with governance layers that manage 

source validation, system activity logging, and access control mechanisms. 

 

RAG Implementation Across Sectors 

Recent studies highlight the application of RAG across various sectors: 

 

Healthcare: supporting clinical decision-making by answering physician queries with validated 

medical literature [18].  

Education: serving as a learning assistant that provides direct references from digital textbooks 

[19].  

Finance: applied in risk analysis using up-to-date market reports [20]. 

Public services: enabling government chatbots to deliver answers based on the latest regulations 

[21]. 

These findings indicate that the adoption of RAG is not merely a technical innovation but has 

become a practical necessity in the digital transformation era. 

 

Research Gaps 

Although RAG has been proven to enhance accuracy, a gap remains in research concerning its 

integration with robust governance mechanisms. Most previous studies have focused on 

technical aspects of retrieval and response generation, but few have explored how RAG can be 

implemented as governance-ready to meet enterprise standards of auditability and regulatory 

compliance [22][23]. This study aims to address this gap by proposing a RAG architecture 

equipped with data governance modules, audit trails, and regulatory policies. 

 

3. Methods 

Research Approach 
This study employs a descriptive-analytical approach by combining a literature review and 

prototype system experimentation. 
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Research Stages 
(Similar to before: problem identification → literature review → system design → 

implementation → evaluation → analysis). 

System Evaluation and Metrics 

a. Technical Evaluation 

The technical evaluation is conducted to assess the accuracy and quality of answers generated by 

the RAG system compared to a baseline pure LLM. Several metrics are used, including: 

 Precision (P): measures the proportion of relevant answers to the total number of 

generated answers. 

 

 Recall (R): measures the extent to which the system can retrieve all available relevant 

answers. 

 

 F1-Score: combines Precision and Recall to produce a harmonized performance score. 

 

 Hallucination Rate (HR): percentage of incorrect or irrelevant answers compared to the 

total answers. 
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 Response Latency (RL): the average time required by the system to generate an answer, 

measured in milliseconds/seconds. 

b. Non-Technical Evaluation 

In addition to technical performance, the study evaluates aspects of governance, auditability, and 

regulatory compliance through simulated corporate document audits. The non-technical metrics 

used include: 

 Audit Trail Completeness (ATC): measures the extent to which every request and 

response is fully recorded. 

 Transparency Score (TS): measured using a researcher’s checklist (0–100), assessing the 

system’s openness in displaying reference sources. 

 Policy Compliance Index (PCI): evaluates the system’s compliance with data governance 

regulations (e.g., GDPR or local regulations). 

 User Trust Score (UTS): obtained through user surveys to assess the perceived 

trustworthiness of the system (Likert scale 1–5). 

c. Baseline Comparison 

The RAG evaluation results are compared with a pure LLM baseline to assess: 

1. Improvements in precision and recall. 

2. Reduction in hallucination rates. 

3. Enhancements in auditability and transparency. 

Validation and Triangulation 
To ensure the validity of results, source and method triangulation are employed: 

 Source triangulation: comparing results from the literature and experiments. 

 Method triangulation: combining quantitative evaluation (Precision, Recall, F1) with 

qualitative evaluation (auditability checklist, user trust survey). 

 

4. Result And Discussion 

The experiment was conducted on a corporate document management system use case, testing 

100 frequently asked questions in enterprise scenarios (e.g., company policies, internal 

regulations, and operational procedures). The evaluation compared a pure LLM baseline against 

RAG with an integrated data governance module. 
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Quantitative Evaluation Results 

Table 1. Performance Comparison of Pure LLM vs Proposed RAG 

Evaluation Metric Pure LLM Proposed RAG Improvement 

Precision (%) 67.5 83.2 +15.7 

Recall (%) 71.8 86.4 +14.6 

F1-Score (%) 69.6 84.7 +15.1 

Hallucination Rate (%) 21.3 8.5 -12.8 

Response Latency (seconds) 2.1 2.8 +0.7 

Audit Trail Completeness (%) 54.0 91.0 +37.0 

Transparency Score (0–100) 48 87 +39 

Policy Compliance Index (%) 60.2 92.3 +32.1 

User Trust Score (scale 1–5) 2.9 4.4 +1.5 

 

Key Findings 

 Precision and recall increased significantly, showing that knowledge-based retrieval 

integration reduces irrelevant answers. 

 Hallucination rate decreased by more than 50%, proving RAG’s effectiveness in 

minimizing speculative responses. 

 Governance and auditability metrics improved sharply, as seen in audit trail completeness 

and transparency scores that nearly doubled compared to the baseline. 

 A trade-off was observed in response latency, with RAG requiring slightly more time to 

generate answers. 
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Discussion 

The findings highlight that the application of Retrieval-Augmented Generation (RAG) delivers a 

substantial positive impact on the performance of AI-driven enterprise information systems. 

Impact on Accuracy and Relevance 

The improvements in precision and recall confirm that the integration of knowledge-based 

retrieval modules allows LLMs to access more relevant sources, resulting in responses that are 

not only generative but also contextually accurate. This aligns with the findings of Chen et al. 

[12] and Lewis et al. [13], which reported that RAG enhances response relevance through the use 

of external sources. 

Reduction of Hallucination 

One of the fundamental issues with LLMs is response hallucination. The results show that RAG 

successfully reduced the hallucination rate from 21.3% to 8.5%. This reduction is consistent with 

Izacard and Grave [14], who emphasized that retrieval integration mitigates the risk of “false 

facts” commonly produced by pure models. 

Governance and Auditability 

From an enterprise perspective, the most significant achievement of RAG lies in governance and 

compliance. The improvement in transparency and traceability of responses is crucial for 

supporting regulations such as GDPR, HIPAA, and local data security frameworks. These 

findings strengthen the argument of Zhang et al. [15], which stressed that enterprise AI must 

include strong governance layers to foster user trust. 

Trade-off Between Speed and Quality 

While RAG outperforms in precision, recall, and auditability, the response latency is slightly 

higher. This is expected since the system requires additional retrieval before generating an 

answer. However, this trade-off is considered acceptable in enterprise contexts, where the quality 

and compliance of responses are prioritized over speed. 

Implications for Enterprise AI 

These results position RAG not merely as a tool for information retrieval but as a new foundation 

for adaptive enterprise information systems that balance technical needs (accuracy, relevance) 

with non-technical requirements (auditability, compliance, user trust). 

 

5. Conclusions And Suggestions 

This study demonstrates that the implementation of Retrieval-Augmented Generation 

(RAG) with a governance-ready architecture can significantly improve the quality of 

enterprise information systems. The evaluation results show an increase in search precision by up 

to 23% compared to the pure LLM baseline, while also reducing the hallucination rate. The 

integration of data governance modules, audit trails, and policy layers has also proven effective 

in enhancing transparency, accountability, and regulatory compliance. Thus, RAG can be 
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positioned not merely as an additional technology but as a strategic foundation in building 

intelligent, secure, and sustainable enterprise information systems. 

Nevertheless, this study has several limitations. The case study is limited to the domain of 

corporate document management, which restricts the generalization of results to other sectors 

such as healthcare, education, or public services. In addition, aspects of computational 

efficiency and cost optimization for large-scale RAG implementation were not the primary 

focus of this research. 

For future research, it is recommended to: 

1. Test the RAG architecture across various industry domains to assess its adaptability in 

different contexts. 

2. Develop mechanisms for optimizing computational resources, enabling cost-efficient 

RAG implementation without compromising performance. 

3. Integrate additional security layers, such as bias detection and data privacy mitigation, to 

further enhance user trust. 

4. Conduct longitudinal evaluations to examine the consistency of RAG performance over 

time and its impact on organizational productivity. 

With these research directions, RAG has the potential to further mature as a core pillar of 

enterprise AI, capable of addressing the challenges of the digital era while supporting sound 

governance practices. 
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